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In the remote sensing of the ocean near-surface properties, it is essential to derive accurate water-leaving
radiance spectra through the process of the atmospheric correction. The atmospheric correction algorithm
for Sea-Viewing Wide Field-of-View Sensor (SeaWiFS) and Moderate Resolution Imaging Spectroradi-
ometer (MODIS) uses two near-infrared (NIR) bands at 765 and 865 nm (748 and 869 nm for MODIS) for
retrieval of aerosol properties with assumption of the black ocean at the NIR wavelengths. Modifications
are implemented to account for some of the NIR ocean contributions for the productive but not very turbid
waters. For turbid waters in the coastal regions, however, the ocean could have significant contributions
in the NIR, leading to significant errors in the satellite-derived ocean water-leaving radiances. For the
shortwave infrared (SWIR) wavelengths ��1000 nm�, water has significantly larger absorption than
those for the NIR bands. Thus the black ocean assumption at the SWIR bands is generally valid for turbid
waters. In addition, for future sensors, it is also useful to include the UV bands to better quantify the
ocean organic and inorganic materials, as well as for help in atmospheric correction. Simulations are
carried out to evaluate the performance of atmospheric correction for nonabsorbing and weakly absorbing
aerosols using the NIR bands and various combinations of the SWIR bands for deriving the water-leaving
radiances at the UV �340 nm� and visible wavelengths. Simulations show that atmospheric correction
using the SWIR bands can generally produce results comparable to atmospheric correction using the NIR
bands. In particular, the water-leaving radiance at the UV band �340 nm� can also be derived accurately.
The results from a sensitivity study for the required sensor noise equivalent reflectance, �NE���, [or the
signal-to-noise ratio (SNR)] for the NIR and SWIR bands are provided and discussed. © 2007 Optical
Society of America

OCIS codes: 010.0010, 280.0280, 010.1110, 290.0290.

1. Introduction

The total reflectance �t��� measured at the top of the
atmosphere (TOA) at a wavelength � can basically be
decomposed as from various reflectance contribu-
tions1,2:

�t��� � �r��� � �A��� � t����w���, (1)

where �r��� is the Rayleigh reflectance from multiple
scattering by air molecules,3–6 �A��� is the aerosol
reflectance (including Rayleigh–aerosol interactions7)

from multiple scattering by particles,1 and �w��� is the
ocean water-leaving reflectance. The term t��� is the
diffuse transmittance8 at the sensor viewing angle.
For brevity in the discussion, the reflectance contri-
butions from sun glint9,10 and ocean whitecaps11–13

are ignored. To derive the ocean water-leaving reflec-
tance spectra �w��� from Eq. (1), the atmospheric and
ocean surface effects, i.e., �r��� and �A���, have to be
removed. The current atmospheric correction algo-
rithm for Sea-viewing Wide Field-of-View Sensor
(SeaWiFS)14 and Moderate Resolution Imaging Spec-
troradiometer (MODIS)15 computes the Rayleigh re-
flectance �r��� from the Rayleigh lookup tables with
inputs of the solar-sensor geometry, atmospheric
pressure, and wind speed.3–6 The aerosol reflectance
�A��� is estimated using two near-infrared (NIR) bands
at 765 and 865 nm (748 and 869 nm for MODIS) with
assumption of the black ocean at the NIR wavelengths.
The NIR black ocean assumption is usually valid at the
open oceans where the ocean optical properties are
mainly as a function of the pigment concentration with
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generally low pigment concentration value. However,
for high productive ocean waters (e.g., pigment concen-
tration � �2 mg�cm3) and for turbid waters in the
coastal regions (e.g., waters with high sediment con-
centration), the NIR �w��� contributions are no longer
negligible16–18 and can be very significant.19 In these
cases, atmospheric correction often results in sig-
nificant error in the derived �w��� values, i.e., an
overestimation of �A��� contributions and therefore
underestimation of �w��� values [see Eq. (1)].16,19 This
is basically because at the NIR wavelengths water
absorptions are not large enough to absorb photons
backscattered by particles from the oceans.

The current SeaWiFS and MODIS atmospheric
correction algorithm has employed a method to ac-
count for the NIR ocean contributions17,20 based on a
model of the spectral shape for the particle backscat-
tering coefficient in coastal waters.16,18,21,22 Over the
turbid ocean waters, however, there are still signifi-
cant errors in the satellite-derived ocean color prod-
ucts because of model limitations for the complex
turbid waters. For wavelengths longer than the NIR
band, water absorption increases very rapidly as the
increase of wavelength. Indeed, for the shortwave
infrared (SWIR) wavelengths ��1000 nm�, water has
much stronger absorption than that at 865 nm.23,24

Specifically, from Hale and Querry23 (1973), the wa-
ter absorption coefficients for wavelengths 865, 1000,
1240, 1640, and 2130 nm are approximately 5, 36, 88,
498, and 2228 m�1, respectively. Therefore, with the
black ocean assumption, the SWIR bands can be used
for detecting turbid waters25 as well as for atmo-
spheric correction in the coastal ocean
regions.19,26,27

With the derived ocean water-leaving reflectance
spectra �w���, the ocean in-water optical properties,
e.g., ocean inherent optical property (IOP) and
chlorophyll-a concentration, can be inferred.28–30

Both SeaWiFS and MODIS have been providing the
ocean water-leaving radiance spectra covering from
412 to 670 nm.14,31 The �w��� value at 443 nm is sen-
sitive to the change of the phytoplankton pigment
concentration because phytoplankton absorption
peaks at approximately 443 nm.32 The absorption of
inorganic materials (e.g., phytoplankton) decreases
with a decrease of the wavelength, dropping off very
significantly below 400 nm. In contrast, the absorp-
tion by ocean organic materials, e.g., colored dis-
solved organic matter (CDOM), increases rapidly
with decrease of wavelength into the ultraviolet (UV)
region �340–400 nm�.33,34 The absorption divergence
between the organic and inorganic materials in the
ocean is most significant at the UV wavelength do-
main, and can be possibly used to quantify these two
major components from satellite sensors. On the other
hand, the UV bands can be used for detecting the
strongly absorbing aerosols and deriving their optical
properties35 for atmospheric correction.

For remote sensing of ocean properties from sat-
ellite sensors, the sensor spectral bands are usually
located in atmospheric windows, thereby maximiz-

ing sensitivity in sensor-measured radiance to the
variation of the observing target and reducing at-
mospheric absorption effects that lead to uncer-
tainty in the derived optical and geophysical
products. Figure 1 provides an example of the
transmittance of the atmosphere (looking toward
the zenith) as a function of wavelength (from
300 to 2200 nm). The atmospheric transmittance
values are derived by using LOWTRAN-7 for the
1976 U.S. standard atmosphere model.36,37 Figure 1
shows the absorption features from the main atmo-
spheric constituent of O2, O3, H2O, and CO2 for wave-
lengths 300–2200 nm. In addition to the NIR bands,
atmospheric windows in the SWIR bands are shown
to be at approximately 1000, 1240, 1640, and
2130 nm. In fact, MODIS has the SWIR bands at
1240, 1640, and 2130 nm, which were designed for
land and atmosphere applications. For the UV re-
gion, the useful radiance with the shortest wave-
length for ocean color remote sensing is at
approximately 340 nm due to extremely strong ab-
sorption by ozone for wavelengths 	340 nm. Thus
the UV wavelength region between 340 and 400 nm
can possibly be added for future ocean color satellite
sensors.

In this paper, simulations are carried out to eval-
uate and compare the performance of atmospheric
correction for nonabsorbing and weakly absorbing
aerosols using the NIR bands and various combina-
tions of the SWIR bands for deriving the water-
leaving reflectance spectra from the UV to the
visible wavelengths. The algorithm evaluations are
similar to the work carried out by Gordon and
Wang1 (1994) for the NIR algorithm, which have been
validated with various in situ data for SeaWiFS and
MODIS measurements.14,38,39 Specifically, the results
from the atmospheric correction algorithm using com-
binations of the two SWIR bands of 1000 and 1240 nm,
1240 and 1640 nm, 1240 and 2130 nm, and 1640 and
2130 nm are evaluated and compared with those us-
ing the two NIR bands of 765 and 865 nm. The de-
rived products include the ocean water-leaving

Fig. 1. Atmosphere transmittance as a function of the wave-
length derived from LOWTRAN-7 using the 1976 U.S. standard
atmosphere model.
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reflectance spectra and aerosol products. In particu-
lar, algorithm performance in retrieval of the ocean
contributions at the UV �340 nm� and NIR bands
using the SWIR band method is evaluated. Finally, a
sensitivity study to understand sensor noise effects
on the performance of atmospheric correction algo-
rithm using the NIR and various combinations of the
SWIR bands is conducted, leading to recommenda-
tions for the sensor signal-to-noise ratio (SNR) re-
quirements for the NIR and SWIR bands.

2. Aerosol Lookup Tables for Ultraviolet and
Short-wave Infrared Bands

The Gordon and Wang1 (1994) algorithm has been
implemented in the SeaWiFS and MODIS ocean color
data processing system through the use of the lookup
tables. The Rayleigh reflectance �r��� in Eq. (1) can be
computed quite accurately from the Rayleigh lookup
tables with inputs of the solar-sensor geometry, atmo-
spheric pressure, and ocean surface wind speed.3–6 The
aerosol lookup tables, however, were generated based
on the scalar radiative transfer equation (neglecting
the polarization effects) for a two-layer plane-parallel
atmosphere (PPA) overlying a flat Fresnel-reflecting
ocean surface1,4 and for a set of 12 aerosol models.40

The aerosol polarization effects are discussed in detail
in a recent study.41 The 12 aerosol models used for the
SeaWiFS and MODIS ocean color data processing are
from, or derived from, the work of Shettle and Fenn.42

Specifically, they are the oceanic model with the rela-
tive humidity (RH) of 99% (O99), the maritime model
with RH of 50%, 70%, 90%, and 99% (M50, M70, M90,
and M99), the coastal model with RH of 50%, 70%,
90%, and 99% (C50, C70, C90, and C99), and the tro-
pospheric model with RH of 50%, 90%, and 99% (T50,
T90, and T99).1,40,42 The in situ measurements from
various ocean regions show that these aerosol mod-
els are reasonably representative of ocean maritime
environments.40,43–45

For this work, in addition to the 12 aerosol model
data for the SeaWiFS and MODIS ocean spectral
bands, the aerosol optical property data for the 12
aerosol models were also generated using Mie theory
assuming spherical particles for spectral bands at
340, 1000, 1240, 1640, and 2130 nm. Similar to the
generation of the SeaWiFS and MODIS aerosol
lookup tables, the aerosol lookup tables for the UV
and SWIR bands were generated using the radiative
transfer simulations that were carried out with the
12 aerosol models for nine aerosol optical thick-
nesses (0.02, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.6, and
0.8), 33 solar-zenith angles from 0° to 80° at steps of
2.5°, and 35 sensor-zenith angles from 1° to 75° at
steps of �2°. We define the aerosol single-scattering
epsilon (SSE) parameter 
��, �0� as the ratio of the
aerosol single-scattering reflectance �as��� between
two bands,1,46,47 i.e.,

Fig. 2. Single-scattering epsilon 
��, �0� as a function of the wavelength for the 12 aerosol models and for the reference wavelength at (a)
865 nm, (b) 1240 nm, (c) 1640 nm, and (d) 2130 nm.
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��, �0� �
�as���
�as��0�

�
�a���cext���pa��0, �, �, ��

�a��0�cext��0�pa��0, �, �, �0�
,

(2)

where �a���, cext���, and pa��0, �, �, �� are the aerosol
single-scattering albedo, the aerosol extinction coef-
ficient, and the aerosol effective scattering phase
function,1 respectively. The SSE depends mainly on
the aerosol model and can be used to characterize the
aerosol spectral variation for various aerosol models.1
Figure 2 provides examples of the SSE as a function
of the wavelength (from the UV to NIR or to various
SWIR bands) for the 12 aerosol models. Figures
2(a)–2(d) show the SSE 
��, �0� at the reference
wavelengths �0 of 865, 1240, 1640, and 2130 nm, re-
spectively. They are all for the case of a solar-zenith
angle of 60°, sensor-zenith angle of 20°, and relative-
azimuth angle of 90°. As expected, the 
��, �0� value
has significant variations corresponding to various
reference wavelength �0 values. Between the O99 and
the T50 models (from the lowest to the highest SSE
values), Fig. 2 shows that the SSE values at the UV
band for 
(340, 865), 
(340, 1240), 
(340, 1640), and

(340, 2130) are in the ranges of 0.8–2.6, 0.7–4.8,
0.7–9.2, and 0.7–22.6, respectively. Particularly, the
NIR and SWIR SSE values of 
(765, 865), 
(1000,
1240), 
(1240, 1640), 
(1240, 2130), and 
(1640,
2130), which are used for the selection of aerosol
models in atmospheric correction,1 are in the ranges
of 0.96–1.21, 0.93–1.50, 0.95–1.94, 0.98–4.76, and
1.04–2.46, respectively. Obviously, there are signifi-
cantly higher measurement sensitivities in the SSE
with the SWIR bands where there is a substantially
larger apart of wavelength distance between two
bands, e.g., 
(1240, 2130).

The implementation of the aerosol lookup tables
into the data processing system can be achieved
by relating the aerosol reflectance �A��� to its
corresponding single-scattering aerosol reflectance
�as���,41 i.e.,

�A��j, �0, �, �, �a� � �
i�0

4

ai��j, �0, �, ��
� ��as��j, �0, �, �, �a��i, (3)

where ai��j, �0, �, �� are coefficients to fit fourth
power polynomial for �A��j, �0, �, �, �a� as a function
of �as��j, �0, �, �, �a� in the least square for all spec-
tral bands �i from the UV to the SWIR and for the
solar-zenith angle �0 from 0° to 80° at every 2.5°, the
sensor-zenith angle � from 1° to 75° at every �2°, and
the relative-azimuth angle �0 from 0° to 180° at every
10°. The coefficients ai��j, �0, �, �� were derived by
fitting the curves that were obtained from data sim-
ulated with aerosol optical thicknesses �a��� of 0.02,
0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.6, and 0.8 for the 12
aerosol models. On the other hand, the sensor-
measured NIR or SWIR aerosol reflectances need to
be converted to the aerosol single-scattering re-
flectance for atmospheric correction as well as for
retrieval of aerosol optical properties.1 Therefore,

coefficients were also generated for computing the
aerosol single-scattering reflectance �as��� as a func-
tion of the aerosol reflectance �A��� at the NIR and
SWIR bands, i.e.,

�as��j, �0, �, �, �a� � �
i�0

4

bi��j, �0, �, ��
� ��A��j, �0, �, �, �a��i, (4)

where bi��j, �0, �, �� are coefficients to fit fourth
power polynomial for �as��j, �0, �, �, �a� as a function
of �A��j, �0, �, �, �a� in the least square for the NIR
and SWIR bands, i.e., 765, 865, 1000, 1240, 1640, and
2130 nm. Directly calculating �as��j, �0, �, �, �a� us-
ing Eq. (4) instead of solving Eq. (3), eliminates un-
certainty and increases the computing efficiency in
numerical solution for the high-order polynomials
[Eq. (3)]. These methods [Eqs. (3) and (4)] are accu-
rate and efficient in the data processing. Therefore,
the aerosol lookup tables are generated as in the
forms with which coefficients ai��j, �0, �, �� (for all
spectral bands from the UV to the SWIR) and
bi��j, �0, �, �� (for the NIR and SWIR bands) are
stored for the solar-zenith angles from 0° to 80° at

Fig. 3. Simulated (a) TOA reflectance �t��� and (b) ratio of the
TOA aerosol reflectance to the total reflectance �A�����t��� as a
function of the wavelength from 340 to 2130 nm for the case of the
black ocean and for aerosol models of the M80 and the T80 with
aerosol optical thicknesses at 865 nm of 0.1 and 0.2.
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steps of 2.5°, the sensor-zenith angles from 1° to 75°
at steps of �2°, and the relative-azimuth angles from
0° to 180° at steps of 10°. For any given solar-sensor
geometry, a linear interpolation (three-dimension) is
carried out to produce the corresponding coefficients
ai��j, �0, �, �� and bi��j, �0, �, �� for computations of
�A��j, �0, �, �, �a� at the UV to the SWIR bands and
�as��j, �0, �, �, �a� at the NIR or SWIR bands.

3. Algorithm Performance Comparison with
Simulations

In this section, the results from atmospheric correc-
tion and aerosol retrievals using the NIR and various
combinations of the SWIR bands for the derivation of
water-leaving reflectance spectra in the UV and in
the visible wavelengths, as well as for the retrieval of
aerosol products, are compared and discussed. The
results in the ocean NIR contributions derived from
various SWIR bands are also provided.

A. The Pseudo Top of the Atmosphere Reflectances

Figure 3(a) provides examples of the simulated TOA
reflectance spectra from 340 to 2130 nm for the case
of the black ocean for aerosol models of the Maritime
and Tropospheric with a RH of 80% (M80 and T80).
The M80 and T80 models represent nonabsorbing
and weakly absorbing aerosols with the single-
scattering albedo values of 0.99 and 0.95 at 865 nm,

respectively. These two models are similar, but not
identical, to the 12 aerosol models used in the aerosol
lookup tables for the data processing, i.e., we assume
that the 12 aerosol models are representative for real
situations. In Fig. 3(a), the reflectance spectra were
simulated using the scalar radiative transfer compu-
tation (neglecting the polarization effects) for a two-
layer atmosphere overlying a flat Fresnel-reflecting
ocean surface for the M80 and T80 aerosol models
with aerosol optical thicknesses at 865 nm �a�865� of
0.1 and 0.2. This is the case for a specific solar-sensor
geometry with the solar-zenith angle of 60°, sensor-
zenith angle of 45°, and a relative-azimuth angle of
90°. Figure 3(a) shows that the TOA reflectance sim-
ulated with the T80 model has a significant spectral
variation that the M80 model does not. Indeed, for
the T80 model with �a�865� of 0.1, the TOA reflectance
ratio between 340 and 2130 nm is �200, while for the
M80 model the ratio value between 340 and 2130 nm
is �60. It is noted, however, that at the 340 nm wave-
length the simulated TOA reflectance �t��� values are
similar for various aerosol optical properties (model
and aerosol optical thicknesses) because of signifi-
cantly dominated Rayleigh reflectance contribution
at the UV bands [Fig. 3(b)].

Figure 3(b) provides the ratio of the TOA aerosol
reflectance to the total reflectance �A�����t��� as a
function of the wavelength from the UV to the SWIR

Fig. 4. Error in the derived water-leaving reflectance �t�w���� at wavelengths 340, 412, 443, 490, and 555 nm as a function of the
solar-zenith angle for the M80 aerosol model with �a�865� of 0.1 and for the algorithm performed using band combinations of (a) 765 and
865 nm, (b) 1000 and 1240 nm, (c) 1240 and 1640 nm, and (d) 1240 and 2130 nm. This is for the case of sensor-zenith angle of 45° and
relative-azimuth angle of 90°.
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wavelengths, corresponding to the cases in Fig. 3(a).
Figure 3(b) shows that at the UV and short visible
bands the sensor-measured signals are really domi-
nated from the contributions of Rayleigh (air mole-
cules) scattering. For the case of the M80 model with
�a�865� of 0.1, and assuming a black ocean, the aero-
sol reflectance �A��� contributes approximately 2.6%,
6%, 9%, 12%, 18%, 29%, 51% in the TOA reflectance
for wavelengths at 340, 412, 443, 490, 555, 670, and
865 nm, respectively, while for the T80 model the
corresponding values are approximately 7.6%, 17%,
22%, 29%, 38%, 51%, and 67%, respectively. With the
inclusion of the ocean contributions in �t���, the ratio
�A�����t��� values in the UV and visible wavelengths
are even smaller. This underscores the importance of
accurately computing the Rayleigh reflectance �r���,
in particular, for the UV and the visible wavelengths.

B. Algorithm Evaluation for the Derived Water-Leaving
Reflectance

To understand the algorithm performance in re-
trieval of the water-leaving reflectance spectra using
various combinations of the SWIR bands, simulations
have been carried out using the pseudo TOA reflec-
tance simulated with the M80 and the T80 aerosol
models as inputs. The outputs from the atmospheric
correction algorithm using various combinations of
the SWIR bands are compared with the results that
are derived from the current SeaWiFS and MODIS
algorithm,1,2 i.e., using the two NIR bands for atmo-
spheric correction. Figures 4 and 5 provide examples

of the error in the retrieved water-leaving reflectance
�t�w���� from the method performed using various
combinations of the NIR and SWIR bands. Figures
4(a)–4(d) are the errors in the derived water-leaving
reflectance �t�w����, for the M80 model with �a�865� of
0.1, as functions of the solar-zenith angle for the al-
gorithm performed using bands of 765 and 865 nm,
1000 and 1240 nm, 1240 and 1640 nm, and 1240 and
2130 nm, respectively, while Figs. 5(a)–5(d) are the
corresponding results for the T80 aerosol model.
These are all for a case of the sensor-zenith angle of
45° and the relative-azimuth angle of 90°. The results
in Fig. 4 show that, for the M80 model, the atmo-
spheric correction performed using the SWIR band
combinations of 1000 and 1240 nm, 1240 and 1640
nm, and 1240 and 2130 nm has results comparable
with those from the algorithm using the two NIR (765
and 865 nm) bands. The errors in the derived �t�w����
are all within 0.001 (usually within �0.0005) for the
UV �340 nm� and visible wavelengths (412, 443, 490,
and 555 nm). We can draw similar conclusions for the
T80 model for cases with which the solar-zenith an-
gles �70° (Fig. 5).

Using combinations of the SWIR bands for atmo-
spheric correction, the water-leaving reflectances at
the NIR bands can also be derived. Figure 6 gives
examples of the accuracy in the derived water-
leaving reflectances at the NIR bands for the M80
and the T80 aerosol models with �a�865� of 0.1. Fig-
ures 6(a) and 6(b) are errors in the derived water-
leaving reflectance ��t�w���� for the M80 aerosols as

Fig. 5. Same as in Fig. 4 except that data are for the T80 aerosol model.
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functions of the solar-zenith angle for wavelengths at
765 and 865 nm, respectively, while Figs. 6(c) and
6(d) are the results in ��t�w���� for the T80 model for
wavelengths at 765 and 865 nm, respectively. In ad-
dition to the three combinations of the SWIR bands
presented in Figs. 4 and 5, the method using the
SWIR bands of 1640 and 2130 nm has also been in-
cluded in Fig. 6. The results in Fig. 6 show that, except
for the method using 1640 and 2130 nm, errors
��t�w���� are almost all within uncertainty of �10�4

for cases with which the solar-zenith angles �70°.
To further assess the algorithm performance and

quantify uncertainty using various combinations of
the SWIR bands, simulations have been carried out
for all applicable solar-sensor geometry with various
aerosol optical properties. Simulations have been
conducted for cases with the solar-zenith angles from
0° to 80° at steps of 5°, the sensor-zenith angles from
0° to 65° at steps of 5°, and the relative-azimuth
angles from 0° to 180° at steps of 10°, and for the M80
and T80 aerosol models with aerosol optical thick-
nesses 0.05, 0.1, and 0.2 at 865 nm. This is a total of
approximately 12,000 cases (excluding sun glint
cases) for each aerosol model (M80 or T80). Histo-
grams and statistics for algorithm performance using
the NIR bands and various combinations of the SWIR
bands are generated and analyzed. Table 1 summa-
rizes all the results that compare algorithm perfor-
mance with various band options for atmospheric

correction. In Table 1, the percentage of cases for a
given error range in the derived water-leaving reflec-
tance for various options in atmospheric correction is
provided for the M80 and T80 models. For example,
for the UV (340 nm) water-leaving reflectance de-
rived using the NIR bands (765 and 865 nm) method,
there are 87.0%, 94.4%, and 98.4% of cases with
uncertainty ��t�w���� within 5 � 10�4, 1 � 10�3, and
2 � 10�3 for the M80 model, respectively, while these
percentages are 92.9%, 95.5%, and 97.6% for the T80
model. Compared with the results derived from the
NIR bands, however, the results from various SWIR
band options for atmospheric correction show lower
percentage values for the case with the M80 model,
while for the T80 model the band option of the 1000
and 1240 nm combination provides results compara-
ble with those from the option of the two NIR bands.
It is striking to note that the algorithms with various
band combination options performed as well for the
short visible bands as for the UV band �340 nm�. The
water-leaving reflectance at the UV wavelengths
(e.g., 340 nm) can be derived accurately because of
significantly fewer aerosol reflectance contributions
in the UV bands (see Fig. 3).

There are apparently two main factors affecting
the performances of atmospheric correction with var-
ious band combination options (Table 1): (a) The
wavelength distance must be extrapolated for the

Fig. 6. Error in the derived NIR water-leaving reflectance as a function of the solar-zenith angle for algorithm performed using the SWIR
band combinations of 1000 and 1240 nm, 1240 and 1640 nm, 1240 and 2130 nm, and 1640 and 2130 nm and for ��t�w���� derived at NIR
wavelength with the aerosol model of (a) and (b) 765 and 865 nm with the M80 model and (c) and (d) 765 and 865 nm with the T80 model.
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aerosol reflectance from the NIR (or SWIR) band, and
(b) the aerosol reflectance dispersion provided be-
tween two NIR or SWIR bands. Obviously the aerosol
reflectance can usually be more accurately extrapo-
lated for the shorter wavelength distance than for the
longer one. Thus the NIR method generally produces
slightly better results than those from the SWIR meth-
ods. On the other hand, a larger dispersion of the aero-
sol reflectance between two NIR (or SWIR) bands with
various aerosol models for atmospheric correction has
a better sensitivity in deriving aerosol optical proper-
ties, leading to a better result in the derived water-
leaving reflectances. For example, the SWIR method
using bands 1240 and 2130 nm performed much bet-
ter than that using bands 1640 and 2130 nm because
the range of 
(1240, 2130) for various aerosol models
is significantly larger than that of 
(1640, 2130), e.g.,
0.98–4.76 versus 1.04–2.46 in Fig. 2.

In summary, except for the method using the SWIR
bands of 1640 and 2130 nm, the atmospheric correc-
tion algorithm using the three SWIR band combina-
tions (1000 and 1240 nm, 1240 and 1640 nm, and
1240 and 2130 nm) can produce results comparable
with those from the NIR band method for cases of
nonabsorbing and weakly absorbing aerosols.

C. Algorithm Evaluation for the Retrieved Aerosol
Products

Aerosol optical property data over ocean can also be
derived from the atmospheric correction procedure by
converting the derived aerosol reflectance �A��� at the
NIR or SWIR bands to the aerosol optical property
products, e.g., aerosol optical thickness �a�865� and
the Ångström exponent ��510, 865� from 510 and
865 nm.1,40 SeaWiFS has been routinely producing
the aerosol products �a�865� and ��510, 865� over the
global ocean since its launch in September, 1997 and
providing useful data products to study aerosol cli-
matic forcing and radiative effects in the global and
regional scales.40,48,49

The performances of the aerosol retrieval algo-
rithm using various combinations of the SWIR bands
are evaluated and compared with that using the NIR
bands. Figure 7 shows the comparison results of the
accuracy in the derived aerosol products with the
aerosol retrieval algorithm using the NIR and vari-
ous combinations of the SWIR bands. Figures 7(a)
and 7(b) provide the results of the histogram as a
function of the ratio value (derived over true value) in
�a�865� for the aerosol model of the M80 and the T80,

Table 1. Algorithm Performance Comparisons Using the NIR and the Various Combinations of SWIR Bands

�
(nm)

Two Bands for Atmospheric
Correction

(nm)

% Cases for Range of |��t�w����| (�10�3)

M80 Model T80 Model

�0.5 �1.0 �2.0 �0.5 �1.0 �2.0

340 765 and 865 87.0 94.4 98.4 92.9 95.5 97.6
1000 and 1240 64.6 82.8 92.7 93.3 95.6 97.6
1240 and 1640 70.9 84.6 93.8 86.7 92.1 94.7
1240 and 2130 48.1 71.3 87.7 76.0 84.3 89.8
1640 and 2130 23.5 45.5 72.7 75.8 81.4 86.6

412 765 and 865 89.7 95.4 98.4 91.9 94.6 96.6
1000 and 1240 61.6 79.0 91.3 91.9 94.3 96.2
1240 and 1640 68.1 81.6 91.7 83.3 88.8 92.1
1240 and 2130 44.0 66.1 84.2 73.9 80.6 85.8
1640 and 2130 18.8 38.1 63.0 69.0 77.9 82.7

443 765 and 865 92.9 96.9 98.6 92.4 94.6 96.6
1000 and 1240 63.0 79.9 91.5 91.3 93.8 95.9
1240 and 1640 69.9 82.3 91.6 82.8 87.8 91.3
1240 and 2130 45.1 67.3 84.2 74.7 80.6 85.2
1640 and 2130 19.0 38.2 62.8 66.7 77.6 82.3

490 765 and 865 93.6 97.1 98.7 92.5 94.6 96.6
1000 and 1240 69.2 83.0 92.8 90.9 93.3 95.4
1240 and 1640 74.4 85.0 92.5 82.2 86.6 90.4
1240 and 2130 50.2 71.1 86.0 75.1 80.1 84.6
1640 and 2130 22.3 40.3 64.9 66.3 77.3 81.7

510 765 and 865 96.0 97.9 98.8 92.7 94.7 96.7
1000 and 1240 69.9 83.8 93.2 90.8 93.2 95.4
1240 and 1640 75.0 85.6 92.6 82.3 86.4 90.2
1240 and 2130 51.7 71.9 86.2 75.4 80.2 84.5
1640 and 2130 23.1 40.9 65.4 67.0 77.4 81.7

555 765 and 865 97.7 98.4 98.8 93.6 95.3 96.8
1000 and 1240 76.3 87.7 95.0 90.4 93.1 95.2
1240 and 1640 79.5 87.8 93.7 83.1 86.2 89.9
1240 and 2130 59.9 76.3 88.4 76.8 81.1 84.8
1640 and 2130 27.0 44.2 68.9 66.5 78.0 82.0
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respectively, while Figs. 7(c) and 7(d) are the results
of histogram as a function of the ratio value (derived
over true) in Ångström exponent ��510, 865� for the
M80 and the T80 model, respectively. In Fig. 7, the
results in each plot include simulations that are car-
ried out for the aerosol optical thicknesses �a�865� of
0.05, 0.1, and 0.2 (for the M80 or T80 model) and for
the solar-zenith angles from 0° to 80° at steps of 5°,
the sensor-zenith angles from 0° to 65° at steps of 5°,
and the relative-azimuth angles from 0° to 180° at
steps of 10°. Figure 7 compares the results that are
derived from the aerosol retrieval algorithm using
four options of the band combinations, i.e., 765 and
865 nm, 1000 and 1240 nm, 1240 and 1640 nm, and
1240 and 2130 nm. The results in Fig. 7 show that
aerosol products can be derived as accurately from
the three combinations of the SWIR bands as from
the two NIR bands. The results from the NIR and the
SWIR methods are comparable. For the T80 model,
excellent retrievals are obtained for both �a�865� and
�(510, 865) for all the methods. For the M80 aero-
sols, however, errors in �a�865� are usually within
�5%–10%, while errors in �(510, 865) are usually
approximately 25%–40%. However, it is noted that
�(510, 865) values for the M80 and the T80 models
are 0.21 and 1.43 corresponding to large and small
aerosol particles, respectively. Therefore, errors in

�(510, 865) as in difference (not in relative) are sim-
ilar for both the M80 and the T80 models. However,
it is important to note that for the turbid waters in
the coastal regions, the SWIR algorithm for aerosol
retrievals should perform better than the NIR algo-
rithm because of an invalid NIR black ocean assump-
tion with the NIR algorithm.

4. Band Noise Effects

Because of the significantly low signal partition from
ocean contribution in the sensor-measured TOA ra-
diance, atmospheric correction for ocean color prod-
ucts is very sensitive to sensor spectral band errors
from calibration,50–53 as well as from sensor band
noises, e.g., digitization noise54 and sensor radiomet-
ric noise. The sensor spectral band radiometric per-
formance can be characterized from a parameter such
as the noise equivalent reflectance (NE��) or the
more commonly used the SNR. Here we define SNR �
�t����NE����� for a given �t��� value. The value of the
NE�� is more directly related to the sensor radiomet-
ric performance, whereas the SNR value depends not
only on the sensor radiometric performance but also
on the atmospheric and ocean optical and radiative
properties, as well as the solar-sensor geometry.

To understand the band noise effects on the derived
water-leaving reflectance spectra, simulations have

Fig. 7. Histogram as a function of the ratio value (derived over true value) in the aerosol parameter with the algorithm performed using
the band combinations of 765 and 865 nm, 1000 and 1240 nm, 1240 and 1640 nm, and 1240 and 2130 nm for (a) and (b) ratio in the aerosol
optical thickness �a�865� with the M80 and T80 model, respectively, and (c) and (d) ratio in the Ångström exponent �(510, 865) with the
M80 and T80 models, respectively.
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been carried out for the atmospheric correction using
the NIR and various combinations of the SWIR bands
with inclusion of the sensor noises. For the atmo-
spheric correction using the NIR (or SWIR) bands, it
has been demonstrated that the errors in the two NIR
bands with opposite signs, e.g., the shorter band has
calibration error biased low and the longer band has
error biased high, lead to significantly larger un-
certainties in the derived water-leaving reflectance
spectra.51,53 Thus simulations have been carried out
only for cases with noises that are in the opposite
signs to the two NIR and SWIR bands (the worst
cases). Figure 8 provides an example of the noise
effects at the NIR or SWIR bands for the atmospheric
correction on the derived water-leaving reflectance.
Figures 8(a) and 8(b) are errors in the derived water-
leaving reflectance ��t�w���� at the wavelength 443
nm for the M80 and the T80 model, respectively, as a
function of NE�� for which the shorter NIR (or
SWIR) band has NE�� 	 0, and the longer NIR (or
SWIR) band has NE�� � 0. Figures 8(c) and 8(d) are
the same as in Figs. 8(a) and 8(b) except that now the
shorter NIR (or SWIR) band has NE�� � 0, and the
longer NIR (or SWIR) band has NE�� 	 0. This is for
a specific case with aerosol optical thickness �a�865� of
0.1 and for the solar-zenith angle of 60°, the sensor-
zenith angle of 45°, and the relative-azimuth angle of
90°. Each plot in Fig. 8 has four curves corresponding

to the results of atmospheric correction that was per-
formed using the band combinations of 765 and
865 nm, 1000 and 1240 nm, 1240 and 1640 nm, and
1240 and 2130 nm, respectively. In addition, the
noise NE�� has been assumed to have the same mag-
nitude (but the opposite sign) for the two NIR or
SWIR bands used for the atmospheric correction.

Figure 8 shows that the error ��t�w���� converges
as the NE�� value decreases. For the two NIR bands,
the ��t�w���� value reaches the required accuracy
for the NE�� of �10�4. For the combinations of
the SWIR bands, the ��t�w���� value reaches the re-
quired accuracy for the M80 model at the NE�� of
�8 � 10�5 for all three SWIR band options, while for
the T80 model the ��t�w���� results converge at the
NE�� of �8 � 10�5 for the 1000 and 1240 nm option
and, they converge at the NE�� of �5 � 10�5 for both
the 1240 and 1640 nm and the 1240 and 2130 nm
options. Table 2 provides the required NE�� (mini-
mum requirements) and corresponding SNR values for
the NIR and SWIR bands for the M80 aerosol model
with various aerosol optical thicknesses for the case of
the solar-zenith angle of 60°, the sensor-zenith angle of
45°, and the relative-azimuth angle of 90°. Obviously,
the SNR values depend on the aerosol optical proper-
ties (model and aerosol optical thickness) as well as the
solar-sensor geometry. Therefore, for the M80 model

Fig. 8. Error in the derived water-leaving reflectance �t�w���� at wavelength 443 nm as a function of NE�� for the algorithm performed
using band combinations of 765 and 865 nm, 1000 and 1240 nm, 1240 and 1640 nm, and 1240 and 2130 nm and for cases of (a) and (b)
that the shorter band NE�� 	 0 and the longer band NE�� � 0 with the M80 and T80 models, respectively, and (c) and (d) that the shorter
band NE�� � 0 and the longer band NE�� 	 0 with the M80 and T80 models, respectively.
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with �a�865� of 0.1, the required SNR values for 765,
865, 1000, 1240, 1640, and 2130 nm are approxi-
mately 290, 215, 201, 148, 113, and 81, respectively.
For a reference in the comparisons, with the M80
model and the �a�865� of 0.1, the MODIS SNR values
(based on MODIS specifications) for the two NIR ocean
bands 748 and 869 nm are 341 and 272, respectively,
while they are 12, 12, and 11 for the three SWIR bands
at 1240, 1640, and 2130 nm, respectively. The MODIS
SWIR bands are designed for atmospheric and land
applications with normally significantly high TOA re-
flectances over the clouds and land at these wave-
lengths. The low SNR values in the MODIS SWIR
bands, however, lead to significant noises in the re-
trieved NIR ocean water-leaving reflectances.19

5. Conclusions

Simulations have been carried out to evaluate and
compare the performance of atmospheric correction
using the NIR bands and the various combinations of
the SWIR bands for retrieval of the water-leaving
reflectance spectra from the UV �340 nm� to the vis-
ible wavelengths, as well as for deriving aerosol op-
tical property products. The simulations show that
atmospheric correction using the SWIR combinations
of 1000 and 1240 nm, 1240 and 1640 nm, and 1240
and 2130 nm can generally produce results compara-
ble with those using the NIR bands (765 and 865 nm).
In particular, the water-leaving reflectance at the UV
band �340 nm� can be derived accurately using the
NIR bands as well as various combinations of the
SWIR bands. Furthermore, it is also concluded from
simulations that the performances of the aerosol re-
trieval algorithm using various combinations of the
SWIR bands are comparable with that using the NIR
bands. The aerosol optical thickness �a�865� can usu-
ally be retrieved within an accuracy of �5%–10% [or
�0.01 for small �a�865� values], while the error in the
Ångström exponent ��510, 865� is generally ��0.1 in
value. For the turbid waters in the coastal regions,
however, the SWIR algorithm should produce better
results than those from the NIR algorithm because
the NIR algorithm has an incorrect assumption of the
black ocean at the NIR bands and thus an overesti-
mation of the aerosol contributions.

A sensitivity study has been conducted to evaluate
the required sensor radiometric performance for the
NIR and SWIR bands for the ocean color remote sens-
ing. Results show that to accurately derive the water-

leaving reflectance spectra, the required NE�� value
at the solar-zenith angle of 60° for two NIR bands at
765 and 865 nm is �10�4, while the required NE��
values for 1000 and 1240 nm are �8 � 10�5, and for
1640 and 2130 nm they are �5 � 10�5. For the case
of the M80 model with �a�865� of 0.1 and for the
solar-zenith angle of 60°, the sensor-zenith angle of
45°, and the relative-azimuth angle of 90°, these
NE�� values correspond to the SNR values of approx-
imately 290, 215, 201, 148, 113, and 81 for bands of
765, 865, 1000, 1240, 1640, and 2130 nm, respec-
tively.
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